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USE OF THE ELECTRONIC COMPUTER FOR STREAMFLOW ANALYSIS
by
Lynn F. Johnson y

The application of statistics to streamflow analysls has been limited by the lack of sufficient
data and the number of calculations necessary to make a complete statistical analysis. The restriction
caused by lack of data has been removed in many cases for several years. It has been only recently
with the wide spread use of electronic digital computers that the time consuming task of calculations
could be overcome.

With the installation of computers at most of the state colleges and wniversities, and many
additional data processing centers, it is possible now to make arrangements to do, or have a statistical
analysis done, on an electronic computer. This makes it possible for us to eliminate the tims consuming
task of the mathematical calculations.

Computers have been subjected to publicity which has led to their being called elsctronic brains,
robots, etc, This publicity coupled with their lmown complicated structure has made potential users
hesitate using them. The user needs to know little more of their struecture than which button to press
to mke it go.

The computer is not a "brain®, but rather a remarkably fast and phenomenzlly accurate ®moron®.
Tt will do exactly what you tell it to do. The computer (computer, as referred to in this paper, is
an IBM 650, although most remarks would be applicable to all digital computers) can perform the basic
operations of addition and as a result of this capability can perform the remaining arithmetic oper-
ations of subtraction, multiplication, and division. In addition to these it can tell if a number is
zero or not, negative or positive, and it can also tell if any digit in a ten digit number is an 8 or
a 9o

Iet us compare a computer and a desk calculator. Vhen using & desk calculator an auxiliary piece
of paper is used to store initial data and intermediate results; the paper or the operatorfs memory
is used to keep track of the sequence of steps performed. On a computer, both data and the seguence
of instructions (program) are stored in the storage or memory of the machine, although not necessarily
the same storage. In a "stored program” machine, both data and instructions are stored in the =zame
storage, and a given memory location can be used to stors instructions or data making it possible to
have the machine generate its own instructions. The main difference betwsen a computer and desk cal-~
culator is that once the computer is started it will follow a 1list of inmsiructions contained in its
memory with no further guidance. Ancther advantage of a computer is the speed of calculations. 4s
an examplé, the IBM 650, a medium size, medium speed computer, can add two 10 digit numbers in
1/125,000 of a minute, It can multiply two 10 digit numbers obtaining a 20 digit product in 1/6000
of a minute. It can extract the square root of a 10 digit number accurate to 9 or 10 significant
digits in about 1/9000 minute. In doing this operation the IBM 650 does about 60 progrem steps. At
Montana State College there is an IBM 650 electronic computer available, therefore, remarks refer
specifically to it. However, there are many electronic computers available that will perform the
same calculations with equal speed.

Problem

It has been found through previcus investigations that a reliable formmla for forecasting seascnal
volume runoff can be obtained by multiple regression analysis. The factors that have been found to
have the greatest effect on the runoff are snow water equivalent (water content), temperature, pre-
cipitation, base flow, and soil moisture. There are uswally several snow courses on a watershed, or
nearby, which may be correlated with expected runoff. 7The water content ait sach of these courses is
usually measured more than once each season. Weather data are usually available for one or more
weather stations within the basin. Thus, the numbers of independent variables to consider for each
stream becomes quite large. In most cases the number of variables exceeds the number of observations.
Because of the relatively short periocd of recoxrd the number of independent variables finally selected
should not exceed three or four if the formula is to have any statistical significance. To investigate
all of these independent variables and select the beat three or four becomes a sigeable, if not im-
possible, Job on & desk caleulator, A project of this size and scope requires the use of modern, high-
speed electronic computers if & complete, accurate and economic investigation is to be conducted.

1/ Assistant in Agricultural Engineering, Montana Agricultural Experiment Station, Montana State
College, Bozeman, Montana. )
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Procedure

4 "multiple regression analysis® program (IBM file #6.0.001} written for the IBM 650 by Arthur
Coehn, formerly of the IBM Washington Data Processing Center, was selected because of flexdibility
and the number of variables it could accommcdate.

This program is divided into four phasess

Phase I. Logarithmic transformation of initial variables and/or creation of new variables
as x’i Xj.

Phase II. Calculation of means, standard deviations, and simple correlation coefficients.

Fhase III. (a) Inversion of the correlation matrix.
{(b) Calculation of partial correlation coefficients (with respect to the dependent
variable) and multiple regression coefficients.

Phase IV. Predicting based on the regression equation or calculating the residual between
observed and computed dependent variable values.

The dependent variables under investigation, such as April-September runoff, are tabulated with
all the independent variables to be examined. These data are prepared for use in the “multiple re-
gression analysis® program which requires that the data contain no more than five digits. The numbers
must be in the form XX.XXX and the total number of variables must not exceed 33, These data are then
punched on standard data cards in the required format and processed wsing Phase II of the program. No
transformation of data is necessary so analysis starts on Phase II of the program.

The results from Phase II are the msan, standard deviation and all possible simple correlation
coefficients according to the following formulaes

ii = 2‘ E vhere N is number of observations — - = = = = (1)
N '
Ti = (Vij)% where Vj 5 =_§_ inxj -x 2 Xy f= == (2)
e - S (3)
agri g3

The number of simple correlation coefficlents using 33 variables is 1089; however, one-half of
these are redundant since the program is designed to compute ryy as well as r FTa

It takes approximately 20 minutes to run Phase IT with 33 variables and 20 years of records. A
run with 20 variables and 20 years of record reduces the tims to approximately 15 minutes.

To illustrate the procedure, the Madison River near West Yellowstone, Montana will be used. There
were seven dependent variables and twenty-six independent variables chosen on this river. These are
tabulated in Plate 1 scaled ready for key punching.

After these data are run in Phase II of the program those independent variables which seem the most
pertinent (having the highest correlation coefficient) to each of the dependent variables are retained,
the rest are eliminated. The number of the independent variables chosen is generally restricted to
nine or less. In no case is more than one measurement of a snow course chosen, and in all cases, only
that data which will be available at the time the forecast is made is considered. The correlation co=
efficients for the Madison River are tabulated in Plate 2. Those marked with an asterisk (%) indicate
the variables retained for each dependent variable.

Each dependent variable is retabulated with the independent wvariables chosen and run through
Fhase II and Phase III (a) and (b) obtaining the partial correlation coefficients involving the de-
pendent variable, Xj, and the regression coefficients according to the formulaes
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MADISON RIVER NEAR WEST YELLOWSTONE, MONTANA
SIMPLE CORRELATION COEFFICIENTS
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rlj. (].J)ll= -alj mm-v_n;nn_a_([&)
{ay3 333)5
by = =gy (o 1) )
(a13) (o)

where a4 are the inverse elements.
7y are the standard deviations from Phase Il.

A test can now be made {o measure the significance of the formmla developed thus far. The ®F%
test will provide this msasure, This test could be delayed until the final formuls is obtained.
However, unnecessary work can be eliminated if work is stopped at this point upon finding no signifi-
cance. Column one in Table 1 gives the results of this significance test for the Madison River near
West Yellowstone, Montana. It will be noted that all formulae are significant at the 5 percent level
and all except the peak flow are significant at the 2.5 psrcent level. Because of the nature of the
data, the short period of record and large number of variables we can expsct this significance test
to improve as variables are eliminated.

TABIE 1
Resulte of Significance Tests for Madison River Analysis#

F* initial F reduction F final Ro

table table -
Dependent Variable caleulated calculated 25% pt, calculated 0.5% final
1. April=July Runoff 13.96 1.30 1.62 26.90 6.00 885
2, April-Sept. Runoff 12.39 147 1.62 22.32 6.00 <86l
3. HMay-July Runoff 11.19 1.48 1.62 19.91 6.00 -850
L. May-Sept. Runoff 10.08 163 1.62 16,87  6.00 .828
5. Peak Flow 3 .64 0,12 1.63 9.87 5.79 «792
6+ No. days flow exceed 5.8 0.52 1.63 11.83 5.79 .820

650 cfs

7. No. days flow to receed 4£.98 1.01 1.63 8.15 579 <758

650 to 400 cfs

#Yalues of F for comparison in itial teste n=19 K =29
Flo% = 2-&1&- FS% = 3018 F2¢5% = 14.:03 FO.S% = 6o5h
#In this analysis thers are 19 observations. Nine variables were included in the initial step.

This number was reduced to 4 for dependent variables 1 through 4 and to 5 for dependent
variables 5 through 7.

All values of F taken from Snedecor, Statistical Methods, 5th Edition, Collegiate Press, Iowa
State College, Ames.

A further reduction in independent variables is acgomplished by eliminating those that explain the
least amount of the variation of the dependent variable. Bscause of the interaction that exists between
variables these variables must be eliminated after comsidering the overall effect they have upon each
other, and finally the dependent variable. The relative size of the psrtial correlation coefficients
obtained in Phase III is & measure of each variables contribution to the total variation taking all
variables into account. The variables that have the largest partial correlation cocefficient are re-
tained as the final selection of variables. HNegative coefficients are not retained unless there is
a physical reason for their being negative. The partial correlation cosfficients for the Madison River
near West Yellowstone, Montana are listed in Table 2; those marked with an asterisk (¥#) are the ones
retained.
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TABLE 2
‘Partial Correlation Coefficients Madison River near West Yellowstons
Days flow Days flow

Independent Variables Apr-July Apr--Sept. May-July May-Sept. Peak exceeds receed 650
Runoff _ Runoff Bunoff = Runoff  Flow 650 cfs 400 cfs

West Yellowstone -

Oct .~Nov. P.# <034 031 034 031 — — 2354
Canyon April W.C. =010k 008 - 006 W08l =, — ,051
Wesl~¥ellowstone -

April Mo yefin, ~.127 -.111 -1k ~o162 — 038 o343
vallsy View March/W.C. 108x  ,089% 068 056% ~,00L  -,016 —
Lup, . Creek - _ )

ry W.Co A -491 ~oh59 -.520  -,001 -.036 e
Thuph-Divide - ,

Aprd We Coon 692% 671 .668% SOUTE O . 6013 -,191
Big Springs{Mar} W.C. 315% 319k 340%  L337% -.121 +329% -017
West Yellows'%?_:ﬁe - ) v

Mar. Temp. - 040 - 042 -.043 o040 =, Uy3%  -,120% o 640%
West Yellowstone Nov. P, — - - o s227 L1 ‘ e
West Yellowstone{Mary W.C. — - — e »130% — —
Peak Flow = — —_— e — e ,198 «329%
lupjne, Creek ~

{Aprg Wo Co - — — — - — -.028

L

#The sum of the Oct. and Nov. precip. was used in this case because sach correlated equally with the
dependent variable.

The final regression coefficients are now calculated using only thoss variables retained. Omit
cards to be inserted in Phase IIT (a), (b) make it possible to compute these new coefficients using the
results already obtained in Phase IX. A test should be performed to see if those variables eliminated
in the last step made a significant difference in the results. Column 2, Table 1 gives the resulis
of this test for the Madison River. The May-September runoff is the only case where the reduction
had any significance and in this case it was only at the 25% level.

The final step is to compute the multiple correlation coefficient (R2) and the intercept {A). The
multiple correlation coefficient is a measure of the explained variation of the dependent varisble s and
A gives the remaining value for the regression equation. These can be computed on the computer using
the results obtained up to this point and a2 program written for this purpose. The F test is computed
for the final equation to test the significance. The FR and F for the final eguations for the Madison
River are given in Table 1. It will be noted that each equation is highly slgnificant.,

Results
This method of analysis and an electronic digital computer makes it possible to exsmine all of
those variables believed to have an effect on the runoff. In the example, seven streamflow character—
istics (dependent variables) and twenty-six independent variables were ussd. The independent veriables
included water content at several snow courses measured at different times, precipitation, temperature,
and low flow data. The number of independent variables was reduced from 26 for sach dependent variable
to 3 or 4 and an equation developed in each case which was highly significant.
The multiple regression equation derived by this anslysis is of this forms
/\ .
T=b1Xg +soe + b &y hhomw o o e e e oo e i 6)
A
where Y is the estimsted value
b is the regressien coefficients computed in the finel run of Phase IIT (b)
X is the values of the independent variables

A is the intercept value
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An equation of this typs can be derived for each runoff period or streamflow characteristic
desired.

Other additional information may be derived from this analysis. It is possible to get a relation-
ship between any two of the variables using the results of the fivst run of Phase II. The simpls re-
gression coefficients can be dsrived by the following formumla:z

L A n
I x
whers b  is the regression coefficient

Tyy is the simple corrslation coefficient bstween the two variables

a7y is the standard deviation of the unknown variable to be estimated
&% is the standard deviation of the lmown varizble
Discussion

The analysis of the river is only part of the streamflow forecasters problem; pericdically fore-
casts must be mdde which mean solving all of the equations thus developed. Thesseguations all have
the same general form so the computer can be easily used to compute the forecasts. A program has
been written for the IBM 650 to solve any equation or series of equations of this form. This program
is perfectly general and will handle up to 6 variables.

In addition, this program will compute the percent average the forecast is of a base pericd. The
program is designed to route streamflow as well as compute headwater station forecasts. One card is
punched for each equation. Each card contains the regression coefficients, location of the independent.
variables, the intercept, the average flow for a base périod, and identification numbsr. Any squation
card may be inserted or withdrawn without affecting the operation of the program. Current data of the
independent variables are used as input. The output gives the identification number, forecast and
percent average for each pericd. The average flow for each pericd is also indicated. The program is
designed with intermal checks to insure accurate computations. The total computation time in seconds
can be computed by this formula, T =70 + N , where N is number of equations.

2.5
Summery

The computer is extremely veluable in an investigation of this type. Many variables can be sxam-
ined which were not previously considered because of physical limitations. For example, when selecting
independent variables snow courses within the drainage basin, as well as those located in adjacent
basins, can be examined.

An apalysls of a river or stream requires one to two hours computer time, and when completed, one
cen be assured of accurate results. To attempt this investigation with a desk calculator would require
several weeks tims, if such a project would even be considersd. The time required to compute the monthly
forecasts can likewise be reduced to a small portion of the time required using a desk calculator.



